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A B S T R A C T

Identifying the most informative features is a crucial step in feature selection. This paper focuses primarily on
wrapper feature selection methods designed to detect important features with F1-score as the target metric.
As an initial step, most wrapper methods order features according to importance. However, in most cases, the
importance is defined according to the classification method used and varies with the characteristics of the
data set. Using synthetically simulated data, we examine four existing feature ordering techniques to find the
most desirable and the most effective ordering mechanism to identify informative features. Using the results,
an improved method is suggested to extract the most informative feature subset from the data set. The method
uses the sum of absolute values of the first 𝑘 principal component loadings to order the features where 𝑘 is a
user-defined application-specific value. It also applies a sequential feature selection method to extract the best
subset of features. We further compare the performance of the proposed feature selection method with results
from the existing Recursive Feature Elimination (RFE) by simulating data for several practical scenarios with
a different number of informative features and different imbalance rates. We also validate the method using a
real-world application on several classification methods. The results based on the accuracy measures indicate
that the proposed approach performs better than the existing feature selection methods.
. Introduction

Feature selection determines the features which should be included
n a model. With the curse of dimensionality (Bellman, 1957), data
re becoming increasingly high-dimensional, and feature selection is
ecoming one of the most critical topics to consider. A perfect fea-
ure selection method should choose the most informative features
nd eliminate the less informative features. Therefore, it should pri-
arily be focused on removing non-informative features from the
odel (Kuhn, 2013) and achieving higher accuracy with the most infor-
ative features. The challenge is that it is computationally demanding,

ime-consuming, and not practical to compare all the combinations
f features to determine which combination achieves the highest ac-
uracy. Therefore, feature selection techniques need to address these
oncerns while achieving some significant advantages.

When we select fewer features before applying them to the pre-
ictive classification models, it decreases computational time and im-
roves model interpretability (Miche et al., 2007). Statistically, it is
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more convenient and attractive to estimate fewer parameters, and it
also reduces the negative impact of non-informative features.

Mainly, three categories of feature selection methods are intro-
duced in the literature: filter, wrapper, and embedded methods (Lal
et al., 2006; Stańczyk, 2015). Filter methods measure the relevance
of features by their correlation with the dependent variable; hence,
only features with meaningful relationships would be included in a
classification model. On the other hand, wrapper methods measure
the usefulness of a subset of features by actually training a model on
it (Saeys et al., 2007). They evaluate multiple subsets, adding and/or
removing features to find the optimal combination that maximizes
overall model performance. Some wrapper methods perform this evalu-
ation with different randomly selected subsets, using a cross-validation
(CV) method. Forward Feature Selection, Backward Feature Elimina-
tion (Weisberg, 2005), and Recursive Feature Elimination (RFE) (Guyon
et al., 2002) are typical examples of commonly used wrapper methods.
The third category, embedded methods, is quite similar to wrapper
methods. Although the embedded methods also optimize the objective
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function or performance of a learning algorithm or model, they also
uses an intrinsic model building metric during learning. L1 (LASSO)
regularization (Tibshirani, 1996) and decision tree algorithm (Breiman
et al., 1984) are commonly known embedded methods.

For most wrapper methods, the features are ordered according to
their importance as an initial step. Although wrapper methods are com-
putationally more intensive than filter methods, they have significant
advantages over filter methods such as higher classification accuracy,
interaction with classifiers, and model feature dependencies (Kumari
& Swarnkar, 2011). This paper focuses on examining the impact of the
number of informative features and imbalance rates on feature ordering
and feature selection techniques. Ultimately, it proposes a modified
wrapper feature selection method, which also examines subsets of
features to improve accuracy on fewer features.

Although there are several feature selection techniques in the liter-
ature, they behave uniquely with varying data sets. In particular, with
standard wrapper feature selection techniques, different classification
models select features differently, even for the same data set. Most
feature selection techniques may not accurately determine all informa-
tive features when the class sizes are drastically different. Hence, the
resulting output may not be the one anticipated. Therefore, identifying
the most suitable feature ordering technique and most informative fea-
ture subset with different class imbalance levels are significant concerns
requiring a solidified solution.

Principal component analysis (PCA) is a statistical technique for
reducing the dimensionality of high-dimensional data sets. For a data
set 𝐗 of dimension 𝑛 by 𝑝, PCA attempts to find linear orthogonal
ombinations of the columns of 𝐗 with maximum variance such that
𝑖 𝐴𝑖𝑋𝑖 = 𝐗𝐀. After implementing PCA on the data set, the original

eatures will turn into principal components, linear combinations of the
riginal features. Hence, principal components are not as readable and
nterpretable as original features. But, in this paper, we consider the
C loadings, the weights of the features of each linear combination, to
void this interpretability issue.

To verify a new general approach for choosing the most important
eatures in any situation, we train our binary prediction models using
ive commonly-used classification techniques, i.e., Logistic Regression
LOGIT) (Hastie et al., 2009; McCullagh & Nelder, 1989), Linear Sup-
ort Vector Machine with linear kernel (SVM_lin) (Cortes & Vapnik,
995; Xia & Jin, 2008), Decision Tree (DT) (Breiman et al., 1984; Guo
t al., 2002), Random Forest (RFC) (Breiman, 2001), and Light Gradient
oosting (LGBM) (Friedman, 2001). .

These classification models are then evaluated using commonly-
sed performance measures (e.g., F1-score). Recursive feature elimina-
ion (RFE) technique is used to compare the proposed method with,
nd the synthetic minority oversampling technique (SMOTE) (Chawla
t al., 2002) is used as the class re-balancing technique for the real-
orld application data. To cover practical scenarios, we synthetically
enerated data using the ‘‘make classification’’ library in python scikit-
earn.datasets (Pedregosa et al., 2011). However, to better understand
he impact of class re-balancing and feature selection on binary classi-
ication models, we attempt to address two research questions: finding
he best feature ordering technique and determining which method
xtracts the best informative feature subset.

The rest of this paper is organized as follows. Section 2 will detail
he data preparation, methods used in the study, and experimental
esign. Section 3 presents the results of our simulation studies. We
llustrate the results in real-world applications and interpret the results
n Section 4. Section 5 of this paper is evaluated with a discussion of its
ontributions and limitations and future research directions, whereas 6
esolves with a conclusion.

. Methods and experimental design

We began with a simulation study to examine the effect of informa-

ive and non-informative features on feature ordering techniques. We

2

simulated data and fixed the total number of features to be 30. In the
data simulation, each class is formed of several Gaussian clusters, each
located around the vertices of a hypercube in a subspace of dimension
equal to the number of informative features. In this study, the number
of classes was two, and there was only one cluster per class. Informative
features are drawn independently from Normal(0, 1) distribution for
each cluster and then combined as random linear combinations within
each cluster to add covariance (Pedregosa et al., 2011). The remaining
non-informative features are filled with random noise. Data sets were
generated by increasing the number of informative features from 1 to
the total number of features. Since the number of features is fixed at
30, the remaining features are non-informative.

The sample size and the imbalance rate of the data set were changed
according to the problem definition. For model validation purposes,
each data set was divided into two parts, training (75%) and testing
(25%). Finally, we obtained the accuracy measures for classification
methods combined with the imbalance rate, sample size, and the
number of informative features given in the data set.

2.1. What is the best feature ordering technique?

By ordering features, we mean placing them in an order according
to their importance to identify the most informative features. We use
four different feature selection methods to compare the feature ordering
behavior.

1. Summation of the absolute values of principal component
loadings
After applying principal component analysis (PCA) to the data
set, we are interested in understanding the relationship of the
original variables to the principal components using PC load-
ings (Dunteman, 1989). PC loadings are the coefficients of the
linear combination of the original variables from which the
principal components (PCs) are constructed. In PCA, given a
mean-centered data set 𝐱 with 𝑛 sample and 𝑝 variables, the
first 𝑘 principal components, 𝑃𝐶1, 𝑃𝐶2, …, 𝑃𝐶𝑘 respectively
are given by the linear combination of the original variables
𝑋1, 𝑋2,… , 𝑋𝑝,

𝑃𝐶1 = 𝑤11𝑋1 +𝑤12𝑋2 +…+𝑤1𝑝𝑋𝑝

𝑃𝐶2 = 𝑤21𝑋1 +𝑤22𝑋2 +…+𝑤2𝑝𝑋𝑝

⋮

𝑃𝐶𝑘 = 𝑤𝑘1𝑋1 +𝑤𝑘2𝑋2 +…+𝑤𝑘𝑝𝑋𝑝.

We then compute the sum of the absolute values of the two PC
loadings for each feature and order features accordingly. That is
for 𝑋𝑖, it is ∑𝑘

𝑗=1 |𝑤𝑗𝑖|, where 𝑖 = 1,… , 𝑝.
2. Univariate feature selection (ANOVA F value classification)

Analysis of variance (ANOVA) is used to analyze the differences
among group means in a sample. The F-test is a statistical test
used to compare the factors by decomposing the total variation.
For example, in one-way or single-factor ANOVA, statistical
significance is tested by comparing the F-test statistic,

𝐹 =
variability between groups
variability within groups

These test results can be used in feature selection by removing
features independent of the target variable (Kuhn, 2013). In our
analysis, we order features according to F values (p values) to
identify the most informative features.

3. Absolute correlation of features with the response variable
We consider the point biserial correlation to measure the rela-
tionship between a binary variable, 𝑌 , and a continuous vari-
able, 𝑋. This coefficient also varies between −1 and +1 where
0 implies no correlation. The absolute value of a point biserial
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correlation coefficient |𝑟𝑏𝑝| describes the magnitude of the re-
lationship between two variables and uses a t-test with 𝑛 − 1
degree of freedom. If we divide the data set into two groups,
according to 0 and 1 in 𝑌 , the absolute value of the point biserial
correlation can be expressed in the form,

|𝑟𝑏𝑝| =
|

|

|

|

|

𝑀1 −𝑀0
𝑆𝑛−1

√

𝑛0𝑛1
𝑛(𝑛 − 1)

|

|

|

|

|

where,

𝑆𝑛−1 =

√

√

√

√

1
𝑛 − 1

𝑛
∑

𝑟=1
(𝑋𝑖 − 𝑋̄)2

Here, 𝑀0 and 𝑀1 are means on the continuous variable 𝑋 for all
data points in group 0 and 1 respectively, 𝑆𝑛−1 is the standard
deviation of the metric observations, 𝑛0 and 𝑛1 are the number
of observations for each group and 𝑛 is the total number of
observations (Lev, 1949; Tate, 1954).

4. Classification model-based feature importance
We now consider the feature importance, which was directly
obtained from the classification model trained. More specifically,
we look at two main types of more advanced feature importance;
they are:

(a) Feature importance from model coefficients (Tsuruoka
et al., 2009): Linear machine learning algorithms fit a
model where the prediction is the weighted sum of the
original features and these weights (Coefficients) can be
used directly to measure the feature importance. Exam-
ples include logistic regression and support vector ma-
chine with linear kernel.

(b) Feature importance from decision trees (Breiman et al.,
1984): Decision tree algorithms like classification and
regression trees (CART) offer importance scores based on
minimizing the criterion used to select split points, like
Gini or entropy. Examples of such models include decision
trees, random forest, and gradient boosting algorithms.

2.2. Which method extracts the best informative feature subset?

After identifying the best feature ordering technique, the next chal-
lenge is to obtain the most informative feature subset. To achieve
this objective, we suggest a better feature selection technique and
compare the results with an existing feature selection technique, RFE,
which uses model-based feature importance in the initial step. The
suggested method uses the sum of absolute values of the principal
component loadings and a sequential search method (Peng et al., 2010)
to extract the most informative features from the data set. Sequential
search usually looks for the optimal feature subset by either adding (or
removing) a single feature or a small number of features at a time until
the specified criteria are fulfilled (Pudil et al., 1994).

The role of principal component loadings
Principal component analysis (PCA), introduced in 1933 (Hotelling,

1933), has been used in different areas, including the biological, phys-
ical, and engineering sciences. The prime purpose of the principal
component analysis is to reduce the dimensionality of a multivariate
data set and interpret the results by identifying a smaller number of
variables. PCA finds the maximum variance in high-dimensional data
and projects it onto a smaller dimensional subspace while retaining
most of the information. The method requires that correlations be
obtained from variables measured on some continuous scale. Also, it
assumes a linear relationship between all variables, and large enough
sample sizes are required.

However, the most significant disadvantage of PCA is that our
original features will be transformed into principal components after
implementing PCA on the data set. The principal components are linear
combinations of the original features, which are not as interpretable
as original features. Hence, we consider using principal component
loadings to interpret features and to identify their importance.
3

Table 1
Model confusion matrix.

Predictions

Class 1 Class 0

Actual Class 1 𝑇𝑃𝑚𝑜𝑑𝑒𝑙 𝐹𝑁𝑚𝑜𝑑𝑒𝑙
Class 0 𝐹𝑃𝑚𝑜𝑑𝑒𝑙 𝑇𝑁𝑚𝑜𝑑𝑒𝑙

Table 2
Feature selection confusion matrix.

Selected Not selected

Informative 𝑇𝑃𝑓𝑠 𝐹𝑁𝑓𝑠
Non-informative 𝐹𝑃𝑓𝑠 𝑇𝑁𝑓𝑠

Suggested method: Principal component loading feature selection method
(PCLFS)

The suggested method employs the first 𝑘 principal components
where 𝑘 is a user-defined application-specific value. We consider only
two principal components for the simulation study, assuming the high-
est sample variances are accumulated in the first few principal compo-
nents.

The first step is ordering features using the sum of the first two
principal component loadings’ absolute values. The second is select-
ing the optimal feature subset, which obtains the maximum F1-score.
Starting from the most informative feature, we add features one by one
according to the pre-defined order until all features are added. Hence
the total number of subsets will equal the number of features in the
data set. We validate the models using the testing set at each step
(i.e., F1-score) and, in the end, obtain the feature subset which gives the
maximum F1-score. Fig. 1 shows the process of the suggested method.
Further, to validate the proposed method and justify the behavior with
different samples, we used 5-fold cross-validation, and the results will
be discussed in Section 3.

Introducing feature selection confusion matrix
Generally, a confusion matrix is a table that can be used to describe

the performance of a classification model. Here, since we already
know the number of informative and non-informative features in the
simulated data set, we introduce a new confusion matrix to check the
feature selection performance of each classification method with any
feature selection method.

The new feature selection confusion matrix can be defined as in
Table 2 where Table 1 is the regular model confusion matrix. In the
Tables, the outcomes are: 𝑇𝑃 = True Positive, 𝐹𝑃 = False Positive,
𝑇𝑁 = True Negative, and 𝐹𝑁 = False Negative.

Then, to evaluate the best performing feature selection method,
we use the feature selection correct percentage (balanced accuracy)
obtained using the newly introduced confusion matrix. The feature
selection correct percentage can be calculated as below,

𝑇𝑃𝑅𝑓𝑠 =
𝑇𝑃𝑓𝑠

Total Number of informative features

𝐹𝑃𝑅𝑓𝑠 =
𝐹𝑃𝑓𝑠

Total Number of informative features

𝑇𝑁𝑅𝑓𝑠 =
𝑇𝑁𝑓𝑠

Total Number of non informative features

𝐹𝑁𝑅𝑓𝑠 =
𝐹𝑁𝑓𝑠

Total Number of non informative features

𝐶𝑜𝑟𝑟𝑒𝑐𝑡%𝑓𝑠 =
𝑇𝑃𝑅𝑓𝑠 + 𝑇𝑁𝑅𝑓𝑠

2
Finally, to evaluate the model performance in the real-world data

set, we also use model Precision, Recall, and F1-score which can be
calculated as

Precision =
𝑇𝑃𝑚𝑜𝑑𝑒𝑙
𝑇𝑃𝑚𝑜𝑑𝑒𝑙 + 𝐹𝑃𝑚𝑜𝑑𝑒𝑙
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Fig. 1. Principal component loading feature selection method.
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Recall =
𝑇𝑃𝑚𝑜𝑑𝑒𝑙

𝑇𝑃𝑚𝑜𝑑𝑒𝑙 + 𝐹𝑁𝑚𝑜𝑑𝑒𝑙

F1-score = 2
(

Precision ∗ Recall
Precision + Recall

)

. Simulation results

To find the best performing method, we simulate one hundred
ifferent data sets (with a sample size of 1000 and 30 features) for each
mbalance rate. The number of informative features was given from 1 to
0, increasing by 1. For the synthetic comparison, we compare feature
rdering only using Logistic regression classification.

.1. What is the best feature ordering technique?

The objective of this analysis was to identify the best informative
eature ordering techniques. As we are using simulated data, we already
now the informative features and non-informative features; hence,
our feature ordering techniques were applied to determine which
ould select the informative features first.

Figs. 2, 3, and 4 show three examples of the ordered selection of
he features for different imbalance rates from each method when 20
nformative features were included in the data set (indicated by dashed
ines). The informative features are labeled as ‘𝑖_ ∗’. In contrast, the non-
nformative features indicate ‘𝑛_ ∗’. Irrespective of the imbalance rate,
he 𝑥-axis of the figures clearly shows that the method of having the
ummation of the absolute values of the first two principal components
oadings identified more informative features than the other methods.
he ANOVA F classification and the absolute point biserial correlation
rder features similarly.

To observe the variability of the results, we repeatedly generated
00 data sets for each scenario to meet different practical situations
y changing the sample size, the total number of features, number
f informative features, and the class imbalanced rate. We applied all
our methods for each data set and finally calculated the percentage of
electing informative features using Eq. (1).

ercentage of informative features selected = 𝑆
𝐼

(1)

here 𝑆 is the average number of informative features selected within
he expected range, and 𝐼 is the number of informative features given.
i.e. expected range is the total number of informative given in the data
et).

Figs. 5, 6, and 7 show how the percentage of informative features
elected changes with different imbalance rates, number of informative
eatures, and sample sizes. Fig. 8 shows how it changes with a different
umber of features and informative features when the sample size is
000 and imbalance rate is 70%:30%. Altogether, it indicates that the
erformance of the featuring ordering of these methods is robust to the
ifferent characteristics of the data set. It is also noted that until four
eatures, the Logit-based method picks the more informative features
orrectly. When there are more than four informative features in the
ata set, the sum of the absolute principal loading method picks the
ost informative features within the expected range compared with
4

he other three methods. It is also shown that the ANOVA F classifi-
ation and the absolute point biserial correlation behave similarly in
ll situations.

Since the PC loading method is able to rank the features informa-
ively, there should be a way to extract these informative features in the
irst phase. Hence, we apply a sequential feature selection technique
n the ordered list of features constructed by the PC loading method to
btain the desired feature subset. We choose the Logit absolute coeffi-
ient method and recursive feature elimination with the Logit classifier
o compare the results of the suggested method. This is described in
etail in the next section.

.2. Which method extracts the best informative feature subset?

To extract the best feature subset, first, we sorted the features using
he sum of the absolute values of the first 𝑘 PC loadings and then
btained F1-scores for each subset of features by fitting a classifica-
ion model starting from the most important feature and then adding
he next important feature until the least important one. Finally, we
ompared the results with the existing recursive feature elimination
echnique, which uses classification model-based feature importance to
rder data.

Fig. 9 shows a comparison of cross-validation F1-scores for each sub-
et selected by the Logit-RFE and F1-score of the Logit-PCLFS subsets in
ata sets with a different number of informative features. Dashed lines
ndicate the number of informative features included in each data set.
ore figures related to this comparison are presented in Appendix A.
he results are for one set of simulated data with a sample size of
000, 70%:30% imbalanced rate, and different informative features.
he maximum F1-scores are indicated by points on the lines. In most
ituations, PCLFS yields a higher F1-score than the RFE. Here, the
rdering is not done again in PCLFS, only do the sub-set selection.
mplying ordering of these features emphasizes that selected features
ncluded the informative ones first in each case. It is also notable that
ven by looking at the PCLFS line, we can identify the informative
eature count in the data set. Until it reaches the total number of
nformative features, the F1-score for the PCLFS method increases
apidly, and the line becomes stable afterward.

imulation results
Again to capture the variability of the results, a simulation study

as done by applying both PCLFS and Logit-RFE methods on training
ata. Then we evaluated the prediction results on testing data and
ecorded the model F1-score and the feature selection correct percent-
ge (Correct%fs) in both cases. The process repeated 100 times for three
ifferent imbalance rates and three different sample sizes.

According to Figs. 10, 11, and 12, we can see that the PCLFS with
ogit classifier gives a higher final F1-score in each situation, and it
orks extremely well for small sample sizes and highly imbalanced
ata. The figures on the right-hand side imply that the PCLFS method
ith Logit-classifier obtains a higher feature selection correct percent-
ge in each situation when the number of informative features in the
ample is greater than four.
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Fig. 2. Example result for comparison of four methods for 50%:50% balanced data: 𝑋-axis ordered the features according to the importance given by each method. The black
dashed line indicates the number of informative features in the data set.
Fig. 3. Example result for comparison of four methods for 70%:30% imbalanced data: 𝑋-axis ordered the features according to the importance given by each method. The black
dashed line indicates the number of informative features in the data set.
Fig. 4. Example result for comparison of four methods for 90%:10% imbalanced data: 𝑋-axis ordered the features according to the importance given by each method. The black
dashed line indicates the number of informative features in the data set.
5
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Fig. 5. Mean percentages of informative features selected by each ordering technique in different class imbalance levels with 200 sample sizes. The blue line represents the sum
of the absolute values of principal component loadings; the red dashed line indicates Logit model-based feature importance results. The overlapped green and orange dashed lines
show the absolute correlation and the ANOVA F value classification results. (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)
Fig. 6. Mean percentages of informative features selected by each ordering technique in different class imbalance levels with 500 sample sizes. The blue line represents the sum
of the absolute values of principal component loadings; the red dashed line indicates Logit model-based feature importance results. The overlapped green and orange dashed lines
show the absolute correlation and the ANOVA F value classification results. (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)
6
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Fig. 7. Mean percentages of informative features selected by each ordering technique in different class imbalance levels with 1000 sample sizes. The blue line represents the sum
of the absolute values of principal component loadings; the red dashed line indicates Logit model-based feature importance results. The overlapped green and orange dashed lines
show the absolute correlation and the ANOVA F value classification results. (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)
Fig. 8. Mean percentages of informative features selected by each ordering technique in 70%:30% class imbalance level and 1000 sample size with a different number of features.
The blue line represents the sum of the absolute values of principal component loadings; the red dashed line indicates Logit model-based feature importance results. The overlapped
green and orange dashed lines show the absolute correlation and the ANOVA F value classification results. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)
7



S. Matharaarachchi, M. Domaratzki and S. Muthukumarana Machine Learning with Applications 6 (2021) 100170

i

s
w
m
d
W
n
d
i
h
o
t
a
f
n

Fig. 9. Comparison between Logit-RFE cross-validation F1-scores and Logit-PCLFS F1-scores for different number of informative features with a sample size of 1000, 70%:30%
mbalanced rate. The black dashed line indicates the number of informative features in the data set.
Statistical tests were then conducted on each combination of sample
ize, imbalance rate, and the number of informative features to assess
hether the population medians of the F1-scores given by the two
ethods differ. Since the distributions and differences are not normally
istributed (according to the Shapiro Wilk test), the non-parametric
ilcoxon signed-rank test (Wilcoxon, 1945) was used. It tests the

ull hypothesis that two related paired samples come from the same
istribution with the same medians versus the alternative hypothesis,
.e., two samples come from different distributions where PCLFS has the
igher median. According to the p-values of the tests for each scenario,
ut of 270 tests, 259 tests rejected the null hypothesis. Details of the
est which could not reject the null hypotheses are shown in Table 3,
nd those situations can be identified as the number of informative
eatures in the samples is 1, 2, or 30. Apart from that, we reject the
ull hypotheses for all the other combinations concluding that the
8

population F1-score median ranks of the PCLFS are greater than the
population F1-score median ranks of the Logit-RFE method.

We further conducted a simulation study with cross-validation to
perceive the average performance of the proposed models with differ-
ent training samples. We generated 50 data sets from each situation
by changing the class imbalance level and the number of informative
features in the data set. The sample size was taken as 1000. The total
number of features was 30, where the number of informative features
was increased from 1 to 30 in each sample. For each data set, the 5-
fold cross-validation F1-scores were calculated, and the averages of the
model F1-scores comparison of 5-fold cross-validation runs are shown
in Fig. 13. The results reveal that the proposed method works better
than different validation sets as well.
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Fig. 10. Final model F1-scores and Feature selection correct percentages for the Logit model when the sample size is 200.
Table 3
Wilcoxon signed-rank test results for not rejecting the null hypothesis.
sample_size imbalance_rate n_informative p_value Decision

200 0.5: 0.5 1 0.9462 No evidence to reject H0
200 0.7: 0.3 1 0.1934 No evidence to reject H0
200 0.7: 0.3 2 0.0601 No evidence to reject H0
200 0.9: 0.1 1 0.7112 No evidence to reject H0
500 0.5: 0.5 1 0.2590 No evidence to reject H0
500 0.7: 0.3 1 0.7380 No evidence to reject H0

1000 0.5: 0.5 1 0.1026 No evidence to reject H0
1000 0.5: 0.5 30 0.3357 No evidence to reject H0
1000 0.7: 0.3 30 0.3442 No evidence to reject H0
1000 0.9: 0.1 1 0.5322 No evidence to reject H0
1000 0.9: 0.1 30 0.2665 No evidence to reject H0
9
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Fig. 11. Final model F1-scores and Feature selection correct percentages for the Logit model when the sample size is 500.
Table 4
Application results for comparing RFE and PCLFS.

SMOTE Model RFE PCLFS

#Features Precision Recall F1-score #Features Precision Recall F1-score

TRUE

Logit 36 0.6154 0.80 0.6957 24 0.6154 0.90 0.6957
LGBM 27 0.7333 0.55 0.6286 13 0.7857 0.65 0.7027
Decision Tree 44 0.6250 0.50 0.5556 9 0.7059 0.70 0.6667
RFC 38 0.6875 0.55 0.6111 42 0.8571 0.70 0.7059
SVM-Linear 30 0.6522 0.75 0.6977 12 0.7083 0.95 0.7727

FALSE

Logit 30 0.6667 0.40 0.5000 44 0.6923 0.45 0.5455
LGBM 15 0.6923 0.45 0.5455 15 0.8333 0.50 0.6250
Decision Tree 27 0.7273 0.40 0.5161 9 1.0000 0.55 0.5946
RFC 9 0.7143 0.25 0.3704 11 1.0000 0.30 0.4444
SVM-Linear 21 0.7143 0.50 0.5882 37 0.9000 0.60 0.6316
10
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Fig. 12. Final model F1-scores and Feature selection correct percentages for the Logit model when the sample size is 1000.
4. Application

4.1. SPECTF heart data

To analyze the behavior of models on a real-world data set, we
consider the publicly available Single-Photon Emission Computed To-
mography heart data set (SPECTF) (Krzysztof et al., 1997; Kurgan et al.,
2001), which describes diagnosing cardiac abnormalities using SPECT.
SPECT is an imaging technique where a radioisotope is used to produce
3D images of a patient using gamma rays (Bruyant, 2002). The data set
has classified each patient into two categories: normal and abnormal,
by considering the diagnosis of images. This data consists of binary
class imbalanced data with a higher number of numerical features and
fewer instances.

The data set consists of 267 SPECT image sets (patients), which
were processed to extract features that summarize the original SPECT
11
images. As a result, 44 continuous feature patterns were created for
each patient. Hence, it has 267 instances that are described by 45
attributes (44 continuous and 1 binary class). We divided the data set
into two groups, 75% training samples and 25% test samples. The class-
imbalanced rate for the data set is 79.4%:20.6%, where the minority
class represents the abnormal patients. The data classification with the
first two principal components is shown in Fig. 14.

Then we apply Synthetic Minority Oversampling Technique
(SMOTE) to handle imbalance data to achieve higher accuracy in classi-
fication models. SMOTE aims to balance class distribution by randomly
increasing minority class examples by creating similar instances. The
classification for SMOTE data with the first two principal components
is shown in Fig. 15.

We applied the PCLFS and RFE feature selection methods to select
features from the sample by fitting it on five classification methods. The
final ranked feature list for RFE was obtained by considering the feature
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Table 5
Feature selection with SMOTE.

Feature pclfs_order PCLFS RFE

Logit LGBM dt RFC SVM-Linear Logit LGBM dt RFC SVM-Linear

F22S 1 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

F21S 2 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

F21R 3 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

F22R 4 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

F13S 5 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

F15S 6 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

F13R 7 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

F20S 8 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

F15R 9 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

F18S 10 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

F20R 11 ✓ ✓ ✓ ✓ ✓ ✓

F5S 12 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

F9S 13 ✓ ✓ ✓ ✓ ✓ ✓

F1S 14 ✓ ✓ ✓ ✓ ✓ ✓

F5R 15 ✓ ✓ ✓ ✓ ✓ ✓

F4S 16 ✓ ✓ ✓ ✓ ✓

F9R 17 ✓ ✓ ✓ ✓ ✓

F4R 18 ✓ ✓ ✓ ✓ ✓ ✓ ✓

F19S 19 ✓ ✓ ✓ ✓ ✓

F1R 20 ✓ ✓ ✓ ✓ ✓ ✓ ✓

F18R 21 ✓ ✓ ✓ ✓ ✓

F8S 22 ✓ ✓ ✓ ✓ ✓ ✓ ✓

F8R 23 ✓ ✓ ✓ ✓ ✓ ✓

F12S 24 ✓ ✓ ✓ ✓ ✓ ✓

F12R 25 ✓ ✓ ✓

F14S 26 ✓ ✓ ✓ ✓ ✓

F19R 27 ✓ ✓ ✓ ✓ ✓ ✓

F2S 28 ✓ ✓ ✓

F3S 29 ✓ ✓ ✓ ✓ ✓ ✓

F10S 30 ✓ ✓ ✓

F6S 31 ✓ ✓ ✓ ✓ ✓ ✓

F7R 32 ✓ ✓ ✓ ✓ ✓ ✓

F3R 33 ✓ ✓ ✓ ✓

F16S 34 ✓ ✓ ✓ ✓ ✓ ✓

F7S 35 ✓ ✓ ✓ ✓ ✓ ✓

F14R 36 ✓ ✓ ✓ ✓ ✓

F6R 37 ✓ ✓ ✓ ✓

F11S 38 ✓ ✓ ✓ ✓ ✓

F17S 39 ✓ ✓ ✓ ✓ ✓

F2R 40 ✓ ✓ ✓ ✓ ✓

F10R 41 ✓ ✓ ✓ ✓ ✓

F16R 42 ✓ ✓ ✓ ✓ ✓

F11R 43 ✓ ✓ ✓

F17R 44 ✓ ✓ ✓ ✓ ✓
Table 6
Application results for the 5-fold cross-validation.

Model FS Method 5-fold cross-validation averages

F1-score Precision Recall #Features

Logit
basic 0.3792 0.3779 0.3818 44
rfe 0.3721 0.4307 0.3455 14.2
pclfs 0.5041 0.6633 0.5091 31.6

LGBM
basic 0.4553 0.5616 0.4182 44
rfe 0.4443 0.4777 0.4545 27
pclfs 0.5982 0.7767 0.5818 27

Decision Tree
basic 0.3988 0.3695 0.4364 44
rfe 0.4248 0.4370 0.4182 12
pclfs 0.5891 0.7378 0.6727 6

RFC
basic 0.3399 0.6367 0.2364 44
rfe 0.3468 0.4867 0.2727 6.2
pclfs 0.5816 1.0000 0.5091 12.2

SVM-Linear
basic 0.4111 0.3917 0.4364 44
rfe 0.5004 0.4794 0.5273 21.6
pclfs 0.5958 0.6814 0.6364 25.6

importance of the selected subset and the feature raking of the original
classification model. Feature rankings (with SMOTE) relevant to each
method and the Bland–Altman (B&A) plots which used to determine
12
the agreement between two pairs of quantitative rankings are presented
and discussed in Appendix B.

Table 4 shows the application final results for RFE and PCLFS with
different classification models. According to the accuracy measures, F1-
score, Precision, and Recall, the PCLFS performs better than the existing
RFE method in feature selection.

Then, we selected the relevant feature subset using PCLFS and RFE
for each classification model, and the features selected by each method
are presented in Table 5.

Finally, We obtained the average cross-validation F1-score, Preci-
sion, and Recall for the application data without SMOTE, and the
results are presented in Table 6. Even with different cross-validation
training sets, the proposed method performs better than RFE with
different classification models.

5. Discussion

Feature selection is a crucial phenomenon in high-dimensional clas-
sification problems and selecting the informative features in the data
set is an essential aspect in feature selection.

Most wrapper feature selection methods use an already ordered
feature list as an initial step of selecting features. Still, the question is,
how strong and reliable is the ordering ability of the method used to
rank the features according to their importance. Also, the order of the
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Fig. 13. The averages of the model F1-scores results of a 5-fold cross-validation run.
Fig. 14. Classification for first two principal components for original data.
feature set would highly depend on the classification model used in the
problem. In this research, we compare four different feature ordering
techniques. Using synthetic data, we identify the best feature ordering
mechanism as a solution to this issue.

The absolute sum of principal component loadings orders the fea-
tures more informatively than other selected methods when the number
of informative features is not small in the sample. Therefore, we intro-
duced a feature selection method (PCLFS), which uses the absolute sum
13
of principal component loadings to rank the features and a sequential
search method to select the feature subset. The PCLFS performs much
better with smaller sample sizes and highly imbalanced data sets.
The suggested method identifies the most informative features first.
Therefore, without applying sequential feature selection, the user can
also have any affordable number of features only considering the order
of the sum of absolute values of PC loadings.
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Fig. 15. Classification for first two principal components for SMOTE data.
Fig. A.16. Comparison between Logit-RFE cross-validation F1-scores and PCLFS F1-scores with different informative features. The black dashed line indicates the number of
nformative features in the data set.
14
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Fig. A.17. Comparison between Logit-RFE cross-validation F1-scores and PCLFS F1-scores with different informative features. The black dashed line indicates the number of
nformative features in the data set.
The user can select the number of PCs by considering the contribu-
ion of each principal component to the total explained variance. The
alidity of the assumptions and limitations of the PCA (Linearity, Large
ariances have important structure, and The principal components are
rthogonal) are important for the suggested approach (Shlens, 2014).
lso, the multiple variables need to be measured at the continuous

evel and need to have a large enough sample size. Data also must be
uitable for data reduction, and there should be no significant outliers
n the data set. Although principal components try to cover maximum
ariance among the features in a data set, if we do not select the
umber of Principal Components with care, it may miss some infor-
ation compared to the original list of features. Hence, while we have
emonstrated the usefulness of this approach when 𝑘 = 2 principal com-
onents are used, the impact of the number of principal components for
he suggested method also should be examined in the future.
15
6. Conclusion

In this study, a feature selection technique is proposed to select the
most informative feature subset with better performance. The simu-
lation study has proven the ability of the absolute sum of principal
component loadings to order features according to the importance
compared to the other method considered. The suggested PCLFS ap-
proach of selecting important feature subsets using the absolute sum
of principal component loadings performs better than the existing RFE
under different conditions. The application results ultimately ensure
the accuracy of the findings. However, with a very small number of
informative features, the absolute sum of principal component loadings
does not order the features well. So, we do not recommend using PCLFS
if the number of features that influence the model is believed to be very
small.
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Fig. A.18. Comparison between Logit-RFE cross-validation F1-scores and PCLFS F1-scores with different informative features. The black dashed line indicates the number of
nformative features in the data set.
Fig. A.19. Bland and Altman plot for data from Table B.7 by comparing PCLFs with each RFE model, with the representation of the limits of agreement (dotted line), from −1.96s
o +1.96s.
16
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Table B.7
Feature ordering ranks for each feature selection method (with SMOTE).

Features PCLFS Logit_RFE Lgbm_RFE DT_RFE RFC_RFE SVM_RFE

F22S 1 28 4 1 1 21
F21S 2 20 33 19 7 20
F21R 3 29 12 19 16 16
F22R 4 13 1 19 6 17
F13S 5 10 9 19 4 8
F15S 6 34 24 12 17 35
F13R 7 23 41 16 12 26
F20S 8 12 2 3 2 1
F15R 9 17 36 19 31 25
F18S 10 39 12 19 30 27
F20R 11 43 12 15 10 36
F5S 12 2 6 19 29 4
F9S 13 18 28 19 34 31
F1S 14 42 12 18 18 28
F5R 15 19 24 17 38 14
F4S 16 38 10 5 22 44
F9R 17 37 18 19 21 42
F4R 18 25 32 19 24 24
F19S 19 36 28 19 20 7
F1R 20 22 18 19 26 29
F18R 21 6 34 19 41 22
F8S 22 21 7 4 5 6
F8R 23 44 36 6 19 12
F12S 24 30 12 19 42 9
F12R 25 15 40 19 40 37
F14S 26 14 4 19 25 11
F19R 27 26 36 13 33 5
F2S 28 40 24 2 13 41
F3S 29 41 28 19 15 23
F10S 30 9 36 7 43 38
F6S 31 33 28 14 36 34
F7R 32 8 18 19 14 19
F3R 33 35 41 19 23 32
F16S 34 1 18 9 3 2
F7S 35 5 12 19 8 3
F14R 36 4 10 19 32 10
F6R 37 24 41 19 39 43
F11S 38 27 7 8 11 18
F17S 39 7 18 11 9 39
F2R 40 32 23 19 27 40
F10R 41 11 34 19 28 33
F16R 42 3 24 10 37 15
F11R 43 31 44 19 44 30
F17R 44 16 3 19 35 13
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Appendix A. F1-score comparison with different informative fea-
tures

Figs. A.16, A.17, and A.18 present similar results as Fig. 9 but for
different number of informative features in the data set.
17
Appendix B. Feature ranking (with SMOTE)

Feature rankings (with SMOTE) relevant to each method considered
are shown in Table B.7. Then the Bland–Altman (B&A) plots (Bland
& Altman, 1999) were used to determine the agreement between two
pairs of quantitative rankings. The method quantifies agreement be-
tween two quantitative measurements by constructing limits of agree-
ment for each RFE model with PCLFS. These statistical limits were
calculated using the mean and the standard deviation (s) of the dif-
ferences between the two ranks. First, we checked the assumptions
of normality of differences using the Shapiro normality test, and all
differences were concluded as normally distributed. Since the points
on the plots (Fig. A.19) are scattered above and below zero and within
the limits, it suggests no consistent bias of one approach versus the
other. The straight line on the decision tree-RFE plot and the results
from Table 4 indicate that for the decision tree-RFE has given equal
ranking for several features while PCLFS ranks them differently.
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