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Feature Selection

Selecting a subset from the original feature set is called “feature selection".
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Motivation

Two main objectives of feature selection:

1 Minimising the number of features

2 Identifying the most informative features

- while achieving higher accuracy [1, 6]
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Part I
Selecting Minimal Number of Features with Similar Performance
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Motivation

Wrapper feature selection methods select the subset which gives the
maximum score.
There may be other selections of a lower number of features with a
lower-scoring value, yet the difference is negligible.

Figure: The blue point indicates the RFE feature selection whereas the red point explains the same for the proposed method.
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Suggested Method I

An extension of the Wrapper feature selection method.

The exiting Recursive Feature Elimination (RFE) [4] chooses the feature
subset giving the best scoring value in cross-validation.

The suggested method identifies a feature subset under an applicable
threshold to obtain the smaller feature subset with minimal loss.
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Algorithm

inputs:
Grid scores: g = [g1,g2, . . . ,gm]

Number of selected features by RFE: nrfe

Total number of features: n
Feature importance scores (obtained from the classifier):
i = [i1, i2, . . . , inrfe ]

Maximum tolerable F1-score reduction: T (User-defined)
procedure:

Step 1: Consider all the local maximum grid scores (gj ) corresponding
to the number of subsets of features selected by RFE which is
less than the optimal number of features selected (nrfe) where,

gj > max(gj−1,gj+1), j < nrfe

Step 2: Connect each point with the maximum point and compute each
line’s gradient values.
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Motivation

Figure: Graphical view of the suggested algorithm
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Algorithm Cont.

Step 3: Compare the gradient values with a threshold value.

gradient(Tan(θj )) =
(∆y)j

(∆x)j
< Threshold

The threshold (t) can be interpreted as the tolerable reduction
of the F1-score to reduce one feature,

Threshold (t) =
Maximum tolerable F1score reduction

Total number of features
=

T
n
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Algorithm Cont.

Step 4: Obtain the F1- score which gives the smallest number of
features (nproposed ).

Note: If there is no value found for the given condition, return
the same RFE results.

Step 5: To get the relevant feature subset, use feature importance
scores (i).

Then obtain the best nproposed number of features as the
smallest feature subset with similar performance (s).

output:

The smallest number of features with minimum scoring loss: nproposed

Relevant feature subset: s
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Part II
Identifying a method that extracts the most informative features
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Identifying a method that extracts the most informative
features

1 Identifying the best feature ordering technique.

2 Identifying a method that extract the best informative feature subset.
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What is the best feature ordering technique? I

We used four different feature ordering methods to compare the feature
ordering behavior.

1 Summation of the absolute values of PC loadings (PCL)
The PC loadings [3] are the coefficients of the linear combination of the
original variables.
In PCA, with n sample and p variables, the first k principal components are
given by,

PC1 = w11X1 + w12X2 + . . . + w1pXp

PC2 = w21X1 + w22X2 + . . . + w2pXp

...

PCk = wk1X1 + wk2X2 + . . . + wkpXp.

Compute the sum of the absolute values of the two PC loadings for each
feature and order features accordingly.
That is for X i , it is ∑k

j=1 |wji |, where i = 1, . . . ,p.
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What is the best feature ordering technique? II

2 Univariate feature selection (ANOVA F value classification)
Conduct a F test and order feature according to the set of F values (p
values).

3 Absolute correlation of features with the response variable |r |
We consider the point biserial correlation to measure the relationship.
between a binary variable, Y , and a continuous variable, X
This coefficient also varies between -1 and +1 where 0 implies no
correlation.

4 Classification model based feature importance
1 Feature importance from model coefficients (Logit, SVM-Linear) [9].
2 Feature importance from decision trees (Decision trees, Random Forest,

Gradient boosting algorithms) [8].
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Simulation Study

We repeatedly generated 100 data sets for each scenario to meet
different practical situations by changing,

Sample size
Number of informative features
Class imbalanced rate

Calculated the percentage of selecting informative features using,

percentage of informative selected =
average number of informative selected within the expected range

number of informative in the sample

The expected range is the total number of informative given in the data
set.

PCL method picks most informative features within the range of given
informative features.

S. Matharaarachchi(UofM) Assessing Feature Selection Methods and their Performance in High Dimensional Classification Problems 16 / 32



Introduction Selecting Fewer Features Identifying Most Informative Features Combining Proposed Methods Discussion References Acknowledgment

Simulation Results

Figure: Mean percentages of informative features selected by each ordering technique
in different class imbalanced levels with 200 sample size
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Simulation Results Cont.

Figure: Mean percentages of informative features selected by each ordering technique
in different class imbalanced levels with 500 sample size
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Simulation Results Cont.

Figure: Mean percentages of informative features selected by each ordering technique
in different class imbalanced levels with 1000 sample size
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Which method extracts the best informative feature
subset?

Next challenge is to obtain the most informative feature subset

Suggested method,

1 Run PCA for the training test.

2 Identify the loadings and order to the summation of absolute loadings.

3 Start from the first feature in the ordered list and get the score value
(F1-score) by comparing values with the test set.

4 Repeat step 3 by adding one feature at a time from the ordered list.

5 Obtain the subset which gives the maximum F1-score.
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Principal Component Loading Feature Selection
(PCLFS)
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Combination
The most informative feature subset with minimal number of features and
similar performance
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Simulated Data

Synthetic simulations, computations and related experiments were done
using python.

WestGrid facility was used due to the computer intensity.

In simulation, each class is formed of several Gaussian clusters, each
located around the vertices of a hypercube in a subspace of dimension
number of informative.

Informative features are drawn independently from Normal(0, 1)
distribution for each cluster and then randomly linearly combined within
each cluster to add covariance.

Remaining non informative features are filled with random noise.

Simulation was done for original data and for SMOTE [2] data applying
PCLFS, PCLFS-extended and RFE methods.
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Simulation Study

1 One hundred samples are simulated from each scenario.

2 Number of informative features is increased from 1 to the total number of
features (30).

3 The results were obtained for different synthetic data sets with a sample
size of 1000.

4 The relationship of n_features = n_informative + n_non_informative is
maintained.

5 We generated data for 50%:50% balanced and two other imbalance
rates, 70%:30% and 90%:10%.

6 Illustrated the results of the logistic regression model.

7 The maximum tolerable F1-score reduction was taken as 0.05 for all
samples.

S. Matharaarachchi(UofM) Assessing Feature Selection Methods and their Performance in High Dimensional Classification Problems 24 / 32



Introduction Selecting Fewer Features Identifying Most Informative Features Combining Proposed Methods Discussion References Acknowledgment

Simulation Results

Figure: Final model F1-scores and feature selection correct

percentages for the Logit model, without SMOTE when sample size is 1000

and threshold is 0.0017.

Figure: Final model F1-scores and feature selection correct

percentages for the Logit model, with SMOTE when sample size is 1000 and

threshold is 0.0017.
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SPECTF heart data

1 Consider the publicly available Single-photon emission computed
tomography (SPECT) heart data set. [5, 7]

2 It describes diagnosing cardiac abnormalities using SPECT.

3 The data set has classified each of the patients into two categories:
normal and abnormal, by considering the diagnosis of images.

4 The data set has 267 SPECT image sets (patients) with 44 continuous
feature patterns for each patient.

5 Data set was divided into 75% training samples and 25% test samples.

6 The class-imbalanced rate for the data set is 80%:20%, where the
minority class represents the abnormal patients.
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Application Results Comparison

Table: Final F1-score comparison between RFE and proposed methods
(PCLFS/PCLFS-Extended (t=0.00455)).

SMOTE Method Basic RFE PCLFS PCLFS-Extended Feature
reduction%/

(increment%)

F1-score
(reduction)/
increment#Features F1-scores #Features F1-scores #Features F1-scores #Features F1-scores

TRUE

Logit 44 0.6809 36 0.6957 24 0.6957 11 0.6939 56.8% (0.0018)
LGBM 44 0.6667 27 0.6286 13 0.7027 - - 31.8% 0.0741
Decision Tree 44 0.5556 44 0.5556 9 0.6667 3 0.6666 93.2% 0.1110
RFC 44 0.6486 38 0.6111 42 0.7059 12 0.6842 59.0% 0.0731
SVM-Linear 44 0.6511 30 0.6977 12 0.7727 - - 40.9% 0.0750

FALSE

Logit 44 0.5455 30 0.5000 44 0.5455 - - (31.8%) 0.0455
LGBM 44 0.6250 15 0.5455 15 0.6250 - - 0.0% 0.0795
Decision Tree 44 0.5294 27 0.5161 9 0.5946 - - 40.9% 0.0785
RFC 44 0.2609 9 0.3704 11 0.4444 - - (4.5%) 0.0740
SVM-Linear 44 0.5946 21 0.5882 37 0.6316 - - (36.4%) 0.0434
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Discussion

Existing methods identify the feature subset which gives the best scoring
values.

Some other feature subsets practically reduce the number of features
with a minimal loss of scoring value.

First proposed method receives the most beneficial smallest number of
features and the feature subset with a tolerable scoring value deduction.

The threshold plays a vital role in the introduced algorithm.

Using the summation of the absolute values of principle component
loadings, features can be ordered from most informative to the least.

We should consider the underlying assumptions of the Principal
Component Analysis when using the method.
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Discussion Cont.

Feature ordering features are entirely independent of the classification
model.

Combined both methods to achieve objectives of feature selection.

Final results returns “The most informative feature subset with minimal
number of features with similar performance".

Simulated and application results showed that the proposed method
makes a reasonable improvement over RFE results.

Proposed method is an important contribution, especially if we have to
collect data from costly sources.

Two manuscripts are submitted based on,
“Selecting Minimal Number of Features with Similar Performance".

“Assessing Feature Selection Method Performance with Class Imbalance
Data"
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Thank You!
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